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SEJARAH ARTIKEL  ABSTRAK 

Penelitian ini bertujuan untuk merancang dan mengimplementasikan sebuah sistem 

prediksi penjualan pada UD. Rabani dengan memanfaatkan algoritma Support 

Vector Regression (SVR). Sistem yang dibangun dirancang untuk membantu 

perusahaan dalam memperkirakan penjualan di masa mendatang berdasarkan data 

historis, sehingga dapat menunjang proses pengambilan keputusan yang lebih 

terukur. Manfaat utama dari sistem ini adalah memberikan gambaran prediksi 

penjualan yang dapat dijadikan acuan dalam perencanaan strategi bisnis, 

mengoptimalkan ketersediaan stok, serta meminimalisasi risiko kerugian akibat 

ketidaktepatan perkiraan permintaan pasar. Selain itu, sistem juga dilengkapi dengan 

fitur manajemen data, hasil prediksi, serta pengaturan aplikasi yang memudahkan 

pengguna dalam mengelola informasi secara terintegrasi. Hasil penelitian 

menunjukkan bahwa model SVR mampu menghasilkan prediksi penjualan dengan 

nilai metrik evaluasi yaitu MAE sekitar 15, MSE sekitar 340, RMSE sekitar 18, dan 

R² mendekati 0. Visualisasi data memperlihatkan bahwa hasil prediksi cenderung 

stabil, namun masih belum sepenuhnya mampu mengikuti fluktuasi data aktual. 

 

Kata Kunci: SVR, prediksi, historis, sepatu. 

 
ABSTRACT 

This study aims to design and implement a sales prediction system at UD. Rabani by 

utilizing the Support Vector Regression (SVR) algorithm. The developed system is 

intended to assist the company in forecasting future sales based on historical data, 

thereby supporting more informed and measurable decision-making processes. The 

main benefit of this system is to provide an overview of sales predictions that can be 

used as a reference for business strategy planning, optimizing inventory availability, 

and minimizing the risk of losses due to inaccurate demand forecasting. In addition, 

the system is equipped with data management features, prediction results, and 

application settings that facilitate users in managing information in an integrated 

manner. The research results indicate that the SVR model is able to generate sales 

predictions with evaluation metric values of approximately MAE 15, MSE 340, 

RMSE 18, and an R² value close to 0. Data visualization shows that the prediction 

results tend to be stable, but they are still not fully able to capture the fluctuations in 

the actual data. 
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1. PENDAHULUAN  

Industri sepatu merupakan bagian penting dalam sektor ritel dan manufaktur yang terus mengalami 

pertumbuhan seiring meningkatnya kesadaran masyarakat terhadap kebutuhan fungsional sekaligus estetis dari alas 

kaki. Sepatu tidak hanya dipandang sebagai pelindung kaki, tetapi juga sebagai bagian dari gaya hidup, simbol 

status sosial, hingga ekspresi diri. Permintaan konsumen yang dinamis terhadap variasi desain, fungsi, dan merek 

membuat pasar sepatu menjadi sangat kompetitif dan menuntut adaptasi cepat dari pelaku bisnisnya [1],[2],[3],[4]. 

Dalam praktiknya, penjualan sepatu menjadi indikator utama dalam mengukur performa bisnis, sekaligus 

menjadi dasar untuk perencanaan stok dan strategi pemasaran. Namun di banyak usaha kecil hingga menengah, 

proses pencatatan penjualan masih dilakukan secara sederhana menggunakan lembar kerja Excel. Data penjualan 

historis tersebut biasanya hanya disimpan sebagai arsip transaksi tanpa adanya analisis lebih lanjut untuk 
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meramalkan penjualan di masa depan. Hal ini menyebabkan perusahaan sering kesulitan dalam mengantisipasi 

lonjakan atau penurunan permintaan yang tidak terduga, sehingga berpotensi menyebabkan overstock atau stock-

out [5], [6], [7]. 

Permasalahan utama terletak pada belum digunakannya pendekatan prediktif berbasis sains data untuk 

mengolah data penjualan yang tersedia. Ketergantungan terhadap metode manual menyebabkan proses pengambilan 

keputusan menjadi reaktif dan kurang berbasis data, padahal data historis memiliki potensi besar untuk dianalisis 

dan dimanfaatkan dalam perencanaan yang lebih strategis. Tanpa sistem peramalan yang memadai, perusahaan 

rentan terhadap kerugian logistik dan peluang bisnis yang terlewat. 

Sebagai solusi, penerapan metode Support Vector Regression (SVR) dapat menjadi pendekatan yang efektif 

dalam membangun model prediktif penjualan sepatu berbasis data historis. SVR merupakan salah satu metode 

pembelajaran mesin yang mampu menangani hubungan non-linear dalam data, dan cocok digunakan untuk 

peramalan kuantitatif. Dengan mengolah data penjualan dari Excel menggunakan algoritma SVR, perusahaan dapat 

memperoleh prediksi penjualan yang lebih akurat, sehingga dapat mendukung pengambilan keputusan dalam hal 

produksi, pengadaan, dan pemasaran secara lebih tepat sasaran. Transformasi dari pencatatan manual menuju sistem 

prediktif ini merupakan langkah awal menuju digitalisasi pengelolaan bisnis berbasis data [8],[9], [3]. 

Penelitian terkait dilakukan oleh [10] penelitian ini bertujuan untuk memprediksi harga emas di tahun 2023 

serta memberikan saran dalam mengelola emas selama masa resesi. Metode yang digunakan adalah Support Vector 

Regression (SVR) dengan kernel polynomial, serta evaluasi menggunakan Mean Absolute Percentage Error 

(MAPE). Dari penelitian ini, ditemukan bahwa Prediksi harga emas di tahun 2023 menunjukkan tren kenaikan 

dengan rata-rata sebesar 7,8%. Metode SVR menghasilkan tingkat error sebesar 4,8%, yang masuk dalam kategori 

sangat baik 

 

2. METODE PENELITIAN 

2.1 Machine Learning 

Machine learning (pembelajaran mesin) adalah cabang dari kecerdasan buatan (artificial intelligence/AI) yang 

berfokus pada pengembangan algoritma dan model yang memungkinkan sistem komputer untuk belajar dari data 

dan membuat prediksi atau keputusan tanpa diprogram secara eksplisit. Dalam konteks ini, “belajar” berarti 

kemampuan sistem untuk memperbaiki kinerjanya secara otomatis melalui pengalaman atau paparan terhadap data 

baru. Konsep dasar dari machine learning adalah membangun model matematis dari data. Proses ini melibatkan 

pengenalan pola atau hubungan tersembunyi dalam data yang kemudian digunakan untuk membuat prediksi 

terhadap data baru yang belum pernah dilihat sebelumnya. Contohnya dapat dilihat dalam aplikasi pengenalan 

wajah, prediksi harga saham, deteksi penipuan, rekomendasi produk, hingga kendaraan tanpa pengemudi. Machine 

learning dibagi menjadi beberapa kategori utama, yaitu supervised learning, unsupervised learning, dan 

reinforcement learning. Dalam supervised learning, model dilatih menggunakan data yang sudah berlabel (dengan 

input dan output yang diketahui), sedangkan dalam unsupervised learning, model mencoba menemukan struktur 

tersembunyi dalam data yang tidak memiliki label. Reinforcement learning adalah pendekatan di mana agen belajar 

melalui trial-and-error dengan menerima reward dari lingkungannya [11]. 

 

2.2 Support Vector Regression (SVR) 
Support Vector Regression (SVR) adalah salah satu metode regresi dalam pembelajaran mesin yang berasal 

dari konsep Support Vector Machine (SVM). Berbeda dari SVM yang digunakan untuk klasifikasi, SVR digunakan 

untuk memprediksi nilai kontinu. Tujuan utama SVR adalah menemukan fungsi regresi yang dapat memprediksi 

nilai target dengan toleransi kesalahan tertentu (ε), sambil tetap menjaga model seminimal mungkin (simpel dan 

generalisasi baik). SVR bekerja dengan cara mencari garis atau hyperplane yang meminimalkan kesalahan prediksi 

di luar margin toleransi ε. Model tidak menghukum kesalahan yang berada di dalam margin ε (ε-insensitive loss), 

tetapi akan menghukum kesalahan di luar margin dengan penalti tertentu [12]. Fungsi regresi dalam SVR secara 

umum dapat ditulis sebagai: 

𝑓(𝑥) = ⟨𝑤, 𝑥⟩ + 𝑏 = 𝑤𝑇𝑥 + 𝑏       (1) 

dengan tujuan optimisasi: 

𝑚𝑖𝑛
𝑤,𝑏,𝜉,𝜉∗

 
1

2
‖𝑤‖2 + 𝐶∑  𝑛

𝑖=1 (𝜉𝑖 + 𝜉𝑖
∗)    (2) 

 

dengan batasan: 

{

𝑦𝑖 −𝑤𝑇𝑥𝑖 − 𝑏 ≤ 𝜖 + 𝜉𝑖
𝑤𝑇𝑥𝑖 + 𝑏 − 𝑦𝑖 ≤ 𝜖 + 𝜉𝑖

∗

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0

 (3) 

Dengan Keterangan :  

𝑥   : Vektor fitur input untuk data ke-i 

𝑦   : target dari data ke-i 
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𝑤   : Vektor bobot yang ingin dicari (mendefinisikan hyperplane) 

𝑏   : Bias/offset dari hyperplane 

𝜉   : Margin toleransi (epsilon-insensitive loss) di mana kesalahan dalam batas ini tidak dianggap 

penalti 

𝜉𝑖, 𝜉𝑖
∗ : Variabel slack yang merepresentasikan pelanggaran terhadap margin ε 

C  : Parameter regulasi yang menentukan trade-off antara kompleksitas model dan toleransi 

terhadap kesalahan di luar ε. 

 

3. HASIL DAN PEMBAHASAN 

Sesudah penelitian selesai, tahap selanjutnya adalah melakukan implementasi sistem. Sistem yang telah 

dirancang terdiri atas sejumlah halaman, di mana setiap halaman memiliki fungsi serta peran yang berbeda sesuai 

kebutuhannya. 

1. Halaman Login 

Tampilan pada gambar di bawah ini  merupakan form login sistem yang digunakan untuk mengakses 

aplikasi UD. Rabani. Form ini terdiri dari logo perusahaan, judul aplikasi, serta dua field utama yaitu Email dan 

Password yang wajib diisi pengguna sebelum masuk. Setelah data dimasukkan, pengguna dapat menekan tombol 

Masuk untuk melakukan proses autentikasi. 

.  

Gambar 1. Halaman Login 

2. Halaman Dashboard  

Tampilan pada gambar di bawah ini merupakan halaman dashboard dari sistem UD. Rabani. Dashboard 

berfungsi sebagai halaman utama yang menampilkan ringkasan informasi penting, seperti jumlah total dataset, 

total prediksi yang sudah dilakukan menggunakan metode SVR, serta jumlah pengguna yang terdaftar dalam 

sistem. 

 
Gambar 2. Halaman Dashboard 

 

3. Halaman Manajemen User  

Halaman pada gambar di bawah ini  merupakan manajemen user yang berfungsi untuk mengelola data 

pengguna dalam sistem. Administrator dapat menambahkan user baru dengan tombol Tambah, serta melakukan 

pengaturan seperti Edit untuk memperbarui informasi pengguna dan Hapus untuk menghapus akun tertentu. 

Selain itu, sistem juga menampilkan informasi penting berupa ID, nama, email, serta role pengguna, apakah 

sebagai admin atau user. 
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Gambar 3. Halaman Manajemen User 

 

4. Halaman Data  

Halaman pada gambar di bawah ini merupakan menu Data yang berfungsi untuk mengelola dataset yang 

digunakan dalam sistem. Administrator dapat menambahkan dataset baru melalui tombol Tambah Dataset serta 

melihat detail dataset dengan tombol Lihat. Selain itu, tersedia juga opsi Hapus untuk menghapus dataset yang 

tidak diperlukan. 

 
Gambar 4. Halaman Data 

Tampilan pada gambar di atas menunjukkan form tambah dataset yang digunakan untuk memasukkan data 

baru ke dalam sistem. Pengguna diminta untuk memberikan nama dataset serta mengunggah file data dengan 

format CSV atau XLSX. Sistem merekomendasikan penggunaan file CSV untuk memudahkan proses, 

sedangkan file XLSX memerlukan dukungan tambahan berupa PhpSpreadsheet melalui composer. 

 
Gambar 5. Halaman Tambah Data 
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5. Halaman Hasil Prediksi  

Halaman pada gambar di bawah ini menampilkan menu Hasil Prediksi (SVR) yang berfungsi untuk 

menampilkan hasil analisis berdasarkan data yang telah diunggah sebelumnya. Pada bagian ini, pengguna 

diminta untuk memilih dataset dari daftar yang tersedia melalui menu dropdown. Dataset yang telah dimasukkan 

ke dalam sistem akan muncul dalam daftar pilihan, sehingga pengguna dapat menentukan dataset mana yang 

ingin digunakan untuk menjalankan proses prediksi. 

 
Gambar 6. Halaman Hasil Prediksi 

Pada tampilan di bawha ini, sistem menyediakan menu Latih Model yang memungkinkan pengguna untuk 

melakukan proses pelatihan dan prediksi menggunakan metode Support Vector Regression (SVR). Pengguna 

dapat memilih variabel Target, misalnya Penjualan, yang akan diprediksi berdasarkan data yang ada. Selain itu, 

terdapat opsi untuk memilih beberapa Fitur sebagai variabel input, seperti Tanggal dan Nama Sepatu, dengan 

cara menekan tombol Ctrl untuk memilih lebih dari satu. Pengguna juga bisa mengatur parameter Kernel, nilai 

C, dan Epsilon sesuai kebutuhan agar hasil prediksi lebih optimal. Setelah semua pengaturan ditentukan, 

pengguna dapat menekan tombol Latih & Prediksi untuk menjalankan proses pembelajaran model dan 

mendapatkan hasil prediksi yang sesuai dengan dataset yang dipilih. 

 
Gambar 7. Halaman Pelatihan Model 

Tabel pada gambar menampilkan riwayat konfigurasi parameter yang digunakan dalam proses pelatihan 

model Support Vector Regression (SVR). Informasi yang ditampilkan mencakup ID, waktu pelaksanaan, serta 

detail parameter yang dipakai. Pada contoh ini, model dilatih menggunakan kernel RBF dengan nilai C = 500 

dan epsilon = 0.5. Variabel yang dipilih sebagai target adalah Tanggal, sedangkan fitur yang digunakan untuk 

memprediksi adalah Penjualan. Penyimpanan data parameter seperti ini bermanfaat untuk mendokumentasikan 

eksperimen, sehingga pengguna dapat membandingkan hasil prediksi dari konfigurasi yang berbeda dan 

memilih pengaturan yang paling optimal 
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Gambar 8. Riwayat Konfigurasi 

 Grafik di bawha ini menunjukkan hasil visualisasi perbandingan antara nilai aktual (ditampilkan dengan 

garis biru) dan nilai prediksi (ditampilkan dengan titik merah) pada data uji (test set). Dari grafik terlihat bahwa 

nilai aktual memiliki fluktuasi yang cukup tinggi dengan naik-turun yang signifikan, sedangkan nilai prediksi 

cenderung konstan berada di sekitar satu garis lurus. Hal ini mengindikasikan bahwa model SVR (Support 

Vector Regression) yang digunakan belum mampu menangkap pola variasi data dengan baik, sehingga prediksi 

yang dihasilkan masih terlalu sederhana dan mendekati rata-rata data. Kondisi ini bisa terjadi karena parameter 

model atau pemilihan fitur yang belum optimal, sehingga model perlu dilakukan penyesuaian agar hasil prediksi 

lebih mendekati nilai aktual. 

 
Gambar 9. Halaman Visualisasi  Prediksi dan AKtual 

Grafik di bawah ini menampilkan hasil prediksi ke depan selama 14 periode (t+1 hingga t+14). Terlihat 

bahwa garis prediksi membentuk pola datar atau konstan di sekitar nilai 739.000 tanpa adanya fluktuasi. Hal ini 

menunjukkan bahwa model SVR (Support Vector Regression) menghasilkan prediksi yang cenderung stagnan, 

kemungkinan karena model hanya menangkap rata-rata data historis dan belum mampu mengikuti variasi tren 

yang sebenarnya. Kondisi ini biasanya terjadi akibat keterbatasan parameter model atau pemilihan fitur yang 

kurang sesuai, sehingga prediksi jangka ke depan tidak menunjukkan dinamika perubahan data. 

 
Gambar 10. Prediksi Kedepan 
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Grafik di bawah ini menampilkan hasil evaluasi model prediksi menggunakan metrik MAE, MSE, RMSE, 

dan R². Nilai MSE terlihat sangat tinggi dibandingkan metrik lain, yang menandakan adanya selisih kuadrat 

yang cukup besar antara nilai aktual dan prediksi. Sementara itu, MAE dan RMSE bernilai relatif kecil, 

menunjukkan bahwa rata-rata kesalahan prediksi dalam skala aslinya tidak terlalu besar. Nilai R² mendekati nol 

bahkan negatif, artinya model belum mampu menjelaskan variasi data dengan baik dan hanya memberikan 

prediksi yang mendekati rata-rata tanpa menangkap pola sebenarnya 

 
Gambar 11. Halaman Matrik Evaluasi 

Grafik scatter di bawah ini memperlihatkan hubungan antara nilai aktual (y_true) dengan hasil prediksi 

(y_pred). Dari visualisasi terlihat bahwa titik-titik prediksi cenderung terkonsentrasi pada satu garis horizontal, yang 

berarti model menghasilkan nilai prediksi hampir sama atau tidak bervariasi meskipun nilai aktual berbeda-beda. 

Pola ini menunjukkan bahwa model belum mampu mempelajari pola data dengan baik, sehingga prediksi tidak 

mengikuti distribusi data aktual. 

 
Gambar 12. Scatter Plot 

 
4. KESIMPULAN 

Berdasarkan hasil penelitian dan implementasi sistem prediksi penjualan yang telah dilakukan, dapat 

disimpulkan bahwa sistem prediksi penjualan berhasil dibangun dan mampu menampilkan data historis, parameter 

model, serta hasil prediksi secara terintegrasi. Model Support Vector Regression (SVR) yang digunakan telah 

mampu menghasilkan nilai prediksi penjualan, namun tingkat akurasinya masih tergolong rendah karena pola 

prediksi yang dihasilkan cenderung stagnan dan kurang mampu mengikuti fluktuasi data aktual. Hal ini terlihat jelas 

pada visualisasi grafik perbandingan antara data aktual dan hasil prediksi, di mana nilai prediksi tampak lebih stabil 
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dibandingkan data asli yang bersifat dinamis. Hasil evaluasi menggunakan metrik MAE, MSE, RMSE, dan R² juga 

menunjukkan bahwa performa model belum optimal, dengan nilai kesalahan yang relatif tinggi dan kemampuan 

model yang masih rendah dalam menjelaskan variasi data. Meskipun demikian, dari sisi implementasi aplikasi, 

fitur-fitur manajemen seperti pengaturan nama aplikasi, logo, favicon, serta aspek keamanan melalui menu ubah 

kata sandi telah berjalan dengan baik dan dinilai mampu mendukung kebutuhan pengguna secara fungsional. 
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