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Abstract

With the rapid growth of mobile applications, user reviews have become a valuable source of feedback for
developers. This study investigates the use of a Recurrent Neural Network (RNN) for sentiment analysis of Mobile
Legends user reviews. The textual data were preprocessed through cleaning, tokenization, and padding, while
sentiment scores were converted into categorical labels. A Sequential RNN model, consisting of an Embedding
layer, a SimpleRNN layer, and a Dense output layer with softmax activation, was constructed to classify reviews
into three sentiment categories: negative, neutral, and positive. During training, the model achieved approximately
75% accuracy, and the Mean Squared Error (MSE) was 0.1354. However, evaluation using the classification report
and confusion matrix revealed that the model was biased toward the negative class due to class imbalance, failing
to correctly classify neutral and positive reviews. The high overall accuracy was misleading, as the model’s
performance was limited by the dominance of the negative class. These results highlight the limitations of using a
simple RNN architecture for multi-class sentiment classification in imbalanced datasets. To improve performance,
future work should consider balancing the dataset through resampling or synthetic data generation and employing
more advanced sequential models, such as LSTM or GRU, possibly combined with attention mechanisms or
pretrained language models, to better capture the characteristics of all sentiment classes.
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1. INTRODUCTION

In the current digital era, the growth of mobile-based applications has increased exponentially along with the
widespread adoption of smart devices [1]-[4]. Application distribution platforms such as the Google Play Store and
the App Store provide user review features that function as interactive media between developers and users. These
reviews not only reflect user satisfaction with an application but also serve as a highly valuable data source for
developers in conducting evaluations and continuous improvements. In the context of online gaming applications,
such as Mobile Legends: Bang Bang, the number of reviews submitted daily is very large and diverse, representing
a wide range of user experiences and expectations toward the application [5].

User comments in these reviews can generally be categorized into two main polarities, namely positive
comments and negative comments [6]-[9]. Positive comments usually express appreciation for application quality,
such as enjoyable gameplay, satisfactory graphics, or fair matchmaking systems. Conversely, negative comments
often contain criticism related to bugs, unstable connections, or imbalance within the game. A comprehensive
understanding of these types of comments is crucial in assessing application service quality and supporting decision-
making in subsequent development processes [10].

However, manual analysis of user comments has significant limitations, particularly due to the massive volume
of data and the unstructured nature of textual information. In addition, the focus of user comments varies widely,
ranging from technical performance issues (such as lag and server stability), game features (such as skin systems
and hero updates), to satisfaction with developer policies. This heterogeneity poses challenges in opinion
classification, thus requiring a systematic approach capable of extracting meaning from text with high accuracy.
Previous research conducted by [8] employed a Recurrent Neural Network with Long Short-Term Memory for
sentiment analysis of Instagram comments related to STMIK AKAKOM Yogyakarta. The testing accuracy obtained
was 65%, while the implementation accuracy reached 79.46%. Subsequently, another study by [4] analyzed
sentiment toward BPJS Kesehatan using the Recurrent Neural Network method, showing that 55.1% of opinions
were negative and 44.9% were positive. The best model was achieved using a data partition of 90% for training and
10% for testing, resulting in an accuracy of 86.67%.

As a solution, a deep learning-based approach, particularly the Recurrent Neural Network (RNN), can be
applied to automatically perform sentiment analysis on user reviews. RNNs have the capability to understand
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context in sequential text data, making them more effective in capturing emotional nuances in comments compared
to classical methods [6], [11]-[13] . By applying RNNs to analyze reviews of the Mobile Legends application, it is
expected that a more structured and informative overview of user perceptions regarding application performance
and features can be obtained, ultimately supporting strategic decision-making by developers [14].

2. RESEARCH METHODS

2.1. Sentiment Analysis

Sentiment analysis is a branch of Natural Language Processing (NLP) that aims to identify and classify opinions or
emotions contained in a text. This approach enables computer systems to understand users’ subjective orientations
toward a particular topic, product, service, or other entities. In an increasingly digitalized world, sentiment analysis
has become important because it is capable of revealing public perceptions automatically and on a large scale.
Technically, sentiment analysis focuses on detecting the polarity of a text, namely whether a statement is positive,
negative, or neutral. This classification can be performed at various levels of granularity, ranging from the word
level, phrase level, sentence level, to the entire document. In the context of applications, such as user reviews on
the Google Play Store, sentiment analysis is able to provide an overall picture of user satisfaction or dissatisfaction
with the features available in an application [4].

2.2. Recurrent Neural Network (RNN)

Recurrent Neural Networks (RNNs) are a type of artificial neural network designed to process sequential data or
data sequences, such as text, speech, or time-series data [8]. RNNs have the ability to retain information from
previous time steps through memory or hidden states, making them suitable for problems involving sequences or
temporal dependencies. In an RNN, the input at a given time step is influenced by previous inputs through a neural
network structure that contains loops. This mechanism allows RNNs to recognize patterns in sequential data and
make predictions based on those patterns [4]. The basic formulation of an RNN is given as follows:

ht = G(Whhht—l + WXhXt + bh) (1)

where
h, :the hidden state at time t
h._; :  the hidden state at time
t—1, which carries information from the previous time step
Xt : the input at time t
Wph :  the weight matrix connecting the previous hidden state to the current hidden state
W,h : the weight matrix connecting the current input to the current hidden state
by, . the bias of the hidden state
c . the activation function, typically sigmoid or tanh

After obtalnlng the hidden state h,, the output at time tcan be generated using the following equation:
Ve = Wpyhe + by (2)

Where :
Vi :  the output at time t
W,y :  the weight matrix connecting the hidden state to the output
b, : the bias of the output

3. RESULTS AND DISCUSSION

This section explains the stages involved in building and implementing the Recurrent Neural Network (RNN)
algorithm for sentiment classification based on review data from the Mobile Legends application. This algorithm
was chosen due to its capability to process textual data sequentially, enabling it to understand the contextual
relationships of words within a sentence. The stages carried out in this study are as follows:

3.1. Data Uploading and Reading

The training and testing datasets were loaded from CSV files using the load data function, which takes
train_file path and test file path as input parameters corresponding to the respective file locations. The function
reads both datasets using the pandas library. When the data loading process is completed successfully, the training
and testing datasets are obtained in the form of DataFrames. To ensure data integrity and robustness, the function
incorporates error-handling mechanisms. In cases where the specified CSV files cannot be located, an appropriate
error notification is generated. Furthermore, any unexpected errors encountered during the data reading process are
captured and reported along with relevant error details. If such errors occur, the loading process is terminated and
no dataset is returned.
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3.2. Data Preprocessing

In the data preprocessing stage, textual data were first cleaned using the clean text function. This function is
responsible for removing unwanted characters, such as punctuation marks and other symbols. The text was also
converted to lowercase to maintain consistency in the analysis, and excessive whitespace was eliminated to ensure
text cleanliness. Subsequently, the preprocess_data function was applied to perform further preprocessing steps.
This function not only calls clean text to clean the text, but also performs tokenization, converting the text into
sequences of numerical values based on the words present in the text. In addition, padding was applied to ensure
that all text sequences have a uniform length according to the predefined parameters. The function also transforms
sentiment scores (e.g., 1-2 for negative, 3 for neutral, and 4-5 for positive) into sentiment labels suitable for use in
the model. Thus, the output of the preprocess_data function consists of cleaned text that has been converted into
numerical sequences and annotated with the corresponding sentiment labels [15].

# Bersihkan teks ulasan
df["content’] = df[ content’].apply(clean_text)

# Buat label sentimen
def label_sentiment(score):
if score >= 4:
return 'positif’
elif score == 3:
return ‘netral’
else:
return 'negatif’

df["label’] = df['score’].apply(label_sentiment)
# Pisahkan fitur (X) dan label (y)

X = df[‘content’]

y = df['label’]

# Tokenisasi

tokenizer = Tokenizer(oov_token=oov_token)
tokenizer.fit_on_texts(X)

X_seq - tokenizer.texts to_sequences(X)

# Padding
X_padded = pad_sequences(X_seq, maxlen=max_len, padding='post', truncating='post')

# Konversi label ke numerik (@, 1, 2)
label_mapping = {'negatif': @, 'netral’: 1, 'positif': 2}
y_encoded = y.map(label_mapping).values

return X_padded, y_encoded, tokenizer, df[‘label’'] # Mengembalikan label untuk visualisasi distribusi

Figure 1. Data Preprocessing
3.3. RNN Model Construction
In this stage, an RNN model was constructed using the Sequential architecture from Keras. The model consists
of three main layers. First, an Embedding layer was employed to transform word tokens into fixed-dimensional
vectors, facilitating the model's understanding of word context. Second, a SimpleRNN layer was used to process
sequential data and capture temporal relationships between words. Finally, a Dense layer with three neurons and a
softmax activation function was implemented to classify the output into three sentiment categories: negative,
neutral, and positive. The model was compiled using the sparse categorical crossentropy loss function, the Adam
optimizer, and accuracy as the evaluation metric.
# 3. Pembangunan Model RNN
def build_rnn_model(vocab_size, embedding_dim, rnn_units, max_len):

Membangun model RMNN untuk analisis sentimen.

Args:
vocab_size (int): Ukuran vocabulary.
embedding_dim (int): Dimensi embedding vector.
ron_units (int): Jumlah unit RNN.
max_len (int): Panjang maksimum seguence input.

Returns:
Sequential: Model RNN yang sudah dikompilasi.

model = Sequential([
Embedding(vocab_size, embedding_dim, input_length=max_len),
SimpleRNN{rnn_units),
Dense(3, activation="softmax') # 3 output untuk 3 kelas (negatif, netral, positif)
1)
model.compile(loss="sparse_categorical_crossentropy’, optimizer='adam', metrics=['accuracy'])
model . summary ()
return model

Figure 2. Construction of the RNN Model
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Model: "sequential_1"

Layer (type) Output Shape Param #
embedding_1 (Embedding) ? 8 (unbuilt)
simple_rnn_1 (SimpleRNN) 2 8 (unbuilt)
dense_1 (Dense) ? 8 (unbuilt)

Total params: @ (@.08 B)
Trainable params: @ (@.8@ B)
Non-trainable params: € (©.88 B)

Figure 3. Output of the RNN Model Construction

Figure 3 shows the result of calling the model.summary() function, which is used to display the architecture of
the constructed RNN model. The figure illustrates that the model is organized sequentially (Sequential) and
consists of three main layers: Embedding, SimpleRNN, and Dense. However, all layers are still in an unbuilt
state because the model has not yet received input data, so the Output Shape and the number of parameters
(Param #) are not defined. This is a common occurrence when a model is only defined without undergoing
training or without being explicitly provided with input. Once the model receives actual input during training
(via the fit function), the output shape of each layer and the total number of parameters will be calculated and
displayed in full. The Embedding layer transforms words into numerical vectors, the SimpleRNN layer processes
the sequential data temporally, and the Dense layer serves as the output layer with a softmax activation function
for sentiment classification into three classes: negative, neutral, and positive.

Epoch 1/2@

13/13 —————————— 45 122ms/step - accuracy: 8.4839 - loss: @.9521 - val_accuracy: ©.7580@ - val_loss: 8.7443
Epoch 2/2@

13/13 —————————— 1s 97ms/step - accuracy: @.7528 - loss: B.7371 - val accuracy: ©.7588 - val loss: 8.7358
Epoch 3/28

13/13 ————————————— 1s 93ms/step - accuracy: @.7436 - loss: ©.7588 - val_accuracy: 0.7588 - val_loss: 8.7373
Epoch 4/2@

13/13 —————————————— 15 92ms/step - accuracy: @.7562 - loss: ©8.7287 - val_accuracy: 0.758@ - val_loss: @.735@
Epoch 5/2@

13/13 ——————————  1s %96ms/step - accuracy: @.7711 - loss: 8.6983 - val_accuracy: 8.7580 - val_loss: 8.7373
Epoch 6/28

13/13 ——————————— 1s 93ms/step - accuracy: @.7582 - loss: 8.7288 - val accuracy: 6.7580 - val loss: @.7373
71/7 ——————————— @5 4Ims/step

Figure 4. Model Training Stages

Figure 4 illustrates the training process of the RNN model from epoch 1 to epoch 6. Each row represents the model’s
performance during a single epoch, including metrics such as time per step (xx ms/step), training accuracy
(accuracy), training loss (loss), validation accuracy (val_accuracy), and validation loss (val_loss). It can be observed
that the model’s accuracy improved from the first epoch, while the val accuracy remained stable at 0.7500,
indicating that the model began to exhibit overfitting or stagnation, which is typically addressed using techniques
such as early stopping. After the sixth epoch, the training process was halted according to the early stopping
mechanism, as there was no significant improvement in validation accuracy.

3.4. Testing Using the RNN Algorithm
Testing with the RNN algorithm was conducted to evaluate the model’s performance on the test data after
the training process had been completed.

precision recall fl-score  support

negatif a8.75 1.88 8.86 158
netral a8.88 g.88 8.8a8 23
positif d.88 g.8e a.ea 27
accuracy @.75 28
macro avg g8.25 g.33 .29 28
weighted avg 8.56 a8.75 a8.64 2e8

Figure 5. Classification Report
Figure 5 presents the evaluation results of the RNN model in the form of a classification report. The report indicates
that the model was only able to accurately recognize the negative class, as evidenced by a precision of 0.75, recall
of 1.00, and F1-score of 0.86. In contrast, the neutral and positive classes both exhibited precision, recall, and F1-
score values of 0.00, indicating that the model failed to classify these classes. Although the overall accuracy appears
high (75%), this is primarily due to the dominance of the negative class in the dataset (150 out of 200 test samples),
causing the model to be biased toward a single class. The low macro average and weighted average F1-scores further
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indicate that the model’s performance is not balanced across all classes. Therefore, improvements are required in
both the dataset and the model architecture to enable more accurate recognition of all classes.
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Figure 6. Confusion Matrix
The figure presents the confusion matrix of the RNN model predictions. Based on the visualization, the model
classified all samples into the negative class: all 150 negative samples were correctly classified, while all neutral
(23) and positive (27) samples were incorrectly classified as negative. This observation reinforces the results from
the previous classification report, indicating that the model is biased toward a single class and fails to recognize the
other two classes. Such a condition may be caused by class imbalance in the dataset or suboptimal model architecture
in capturing the distinctive features of each class.
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Figure 7. Label Distribution
Figure 7 illustrates the distribution of labels in the training and testing datasets. It can be observed that the negative
class dominates the dataset in both training and testing, with a substantially higher number of samples compared to
the neutral and positive classes. This imbalance may cause the RNN model to become biased toward the majority
class, namely negative, making it difficult to accurately recognize and classify the minority classes. This observation
aligns with the previous confusion matrix results, which showed that all predictions were skewed toward the
negative class.
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Figure 8. Loss and Accuracy Curves
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The figure illustrates the loss and accuracy curves during the RNN model training process. In the left graph, the
training loss decreases sharply at the beginning and then stabilizes, while the validation loss remains relatively
constant, indicating no significant overfitting. On the right, the accuracy graph shows that both training and
validation accuracy rapidly reach a maximum value of approximately 75% and then plateau, suggesting that the
model learns quickly but is limited in further performance improvement.

3.5. Mean Squared Error (MSE)
To evaluate the model’s performance in terms of prediction errors, the Mean Squared Error (MSE) metric
was employed.

Mean Squared Error: 8.1354

Figure 6. Mean Squared Error Value
Figure 6 presents the model evaluation based on the Mean Squared Error (MSE), which was calculated to be 0.1354.
MSE is a metric commonly used to assess how well a regression model predicts target values. It is computed as the
average of the squared differences between the predicted and actual values. A smaller MSE indicates better model
performance, as it demonstrates that the model’s predictions are closer to the true values. In this case, an MSE of
0.1354 is considered relatively low, depending on the scale of the data, indicating that the model is reasonably
accurate in making predictions, although minor errors remain that should be addressed for further improvement.

3.6. Discussion
The results of this study indicate both the potential and limitations of using a simple RNN model for sentiment
classification on Mobile Legends user reviews. During preprocessing, textual data were cleaned, tokenized, and
padded to ensure uniform sequence length, while sentiment scores were converted into categorical labels. This step
was crucial for preparing the dataset for sequential modeling, allowing the RNN to process contextual information
in each review.
The RNN model, constructed using a Sequential architecture with an Embedding layer, a SimpleRNN layer,
and a Dense output layer, was trained to classify reviews into three sentiment categories: negative, neutral, and
positive. Training progressed smoothly, as shown in the loss and accuracy curves, where training loss decreased
sharply and stabilized, while validation loss remained relatively constant, suggesting no significant overfitting. Both
training and validation accuracy quickly reached approximately 75% and then plateaued, indicating that the model
learned rapidly but was limited in improving performance further.
Evaluation using the classification report and confusion matrix revealed that the model was heavily biased
toward the negative class. All negative samples were correctly classified, but the model completely failed to
recognize neutral and positive reviews. This outcome is consistent with the observed label distribution, where the
negative class dominated both the training and testing datasets. The class imbalance likely caused the model to favor
the majority class, demonstrating the limitations of a simple RNN architecture in handling unbalanced multi-class
datasets.
The Mean Squared Error (MSE) of 0.1354 further confirmed that, although the model predictions were
reasonably close to the actual values in terms of regression-style error, the categorical performance across all classes
was suboptimal. The combination of a high accuracy metric, biased predictions, and low macro/weighted F1-scores
highlights that accuracy alone is insufficient for evaluating model performance in the presence of class imbalance.
Overall, these findings suggest that while RNNs are capable of learning sequential dependencies in textual data,
their effectiveness can be limited in datasets with significant class imbalance and when using a relatively simple
architecture. To improve performance, several strategies could be considered:
1. Data-level solutions such as oversampling minority classes, undersampling the majority class, or applying
synthetic data generation (e.g., SMOTE) to balance the dataset.

2. Algorithm-level improvements, including using more advanced sequential models such as LSTM or GRU,
which have a better capability to capture long-term dependencies in text.

3. Hybrid approaches combining RNNs with attention mechanisms or pretrained language models (e.g.,
BERT) to enhance feature representation and reduce bias toward the majority class.

4. CONCLUSION

This study investigated the application of a simple Recurrent Neural Network (RNN) for sentiment
classification of Mobile Legends user reviews. The model was able to process sequential textual data, capturing
contextual relationships between words, and achieved a training and validation accuracy of approximately 75%.
The Mean Squared Error (MSE) evaluation indicated that the model predictions were reasonably close to the actual
values.

However, the model demonstrated a strong bias toward the negative class due to the significant class imbalance
in the dataset, failing to correctly classify neutral and positive reviews. This highlights the limitations of using a
basic RNN architecture for multi-class sentiment classification on skewed datasets.
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Future improvements should focus on addressing data imbalance through resampling techniques or synthetic data
generation, and enhancing the model architecture with advanced sequential models such as LSTM or GRU,
potentially combined with attention mechanisms or pretrained language models. Such strategies are expected to
improve the model’s ability to accurately recognize all sentiment classes and provide a more reliable tool for
analyzing user feedback.
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